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Manages data-movement, caching policies and data locality for the distributed volatile cache.

Applications Offloads operations to workers
based on data affinity.
Resilient service runtime Resilience to node failure.
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Figure 1: TitaniumRattlesnake extends DAOS with a global client-side cache and resilient runtime.
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The Al and data analytics communities rely on programming frame-
works that differ from HPC programming frameworks both in usage
and capabilities. One key difference is that non-HPC programming
frameworks offer more support for an interactive usage style than
traditional HPC frameworks (e.g., Python plus Ray vs. slurm plus
MPI). This raises three challenges for using non-HPC programming
frameworks on HPC systems:

(1) Some popular programming frameworks (e.g., pandas, net-
workX) do not naturally support distributing work across
multiple compute nodes.

(2) Popular frameworks that do support distributing work across
multiple compute nodes may involve fixed resource allo-
cations, which means that long-running interactive work-
loads with varying resource requirements are vulnerable to
stranded resources and out-of-resource errors.
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(3) Traditional failure recovery mechanisms use checkpoint/restart
techniques — however, the time needed to take and re-launch
from checkpoints is challenging for large jobs.

We address these challenges by developing TitaniumRattlesnake
(TR), a solution that enables ordinary programmers interactively
using popular programming frameworks like Python to solve huge
problems on HPC systems without stranding resources. Sketched
in Figure 1, TR augments Distributed Asynchronous Object Stor-
age (DAOS) with a low-latency/high-bandwidth hierarchical dis-
tributed cache and a resilient runtime that intercepts calls to popular
frameworks and offloads them to worker processes running on the
HPC system. Decoupling worker processes from user applications
enables more elastic resource allocation, preventing both stranded
resources and out-of-resource errors. Furthermore, because the
global cache can be queried, the runtime can schedule offloaded
work to exploit locality with regard to the distributed cache. Also,
when combined with DAOS, the cache can enable high-speed check-
points and recovery from failure. Together, the cache and runtime
extend DAOS with a performant data and computation tier.

TitaniumRattlesnake is a research project that centers on use
cases and focus areas based on customer pain points. We are de-
veloping prototype code on a 52 node Slingshot-based HPC cluster
with CPUs and plan to extend the work to system with GPUs,
including investigating how to extend the Cache Manager and Run-
time to achieve efficient GPU sharing. We have implemented an
initial proof-of-concept and if accepted we would describe our ar-
chitecture and present results from some of many experiments that
we have been running to inform system design decisions.



